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Noise-assisted traffic of spikes through neuronal junctions
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The presence of noise, i.e., random fluctuations, in the nervous system raises at least two different
questions. First, is there eonstructiverole noise can play for signal transmission in a neuron
channel? Second, what is the advantage of the power spectra observed for the neuron activity to be
shaped like 1<? To address these questions a simple stochastic model for a junction in neural spike
traffic channels is presented. Side channel traffic enters main channel traffic depending on the spike
rate of the latter one. The main channel traffic itself is triggered by various noise processes such as
Poissonian noise or the zero crossings of Gaussiimbise whereas the variation of the exponent

k gives rise to a maximum of the overall traffic efficiency. It is shown that the colored noise is
superior to the Poissonian and, in certain cases, to deterministic, periodically ordered traffic. Further,
if this periodicity itself is modulated by Gaussian noise with different spectral expokenkten

such modulation can lead to noise-assisted traffic as well. The model presented can also be used to
consider car traffic at a junction between a main and a side road and to show how randomness can
enhance the traffic efficiency in a network. @01 American Institute of Physics.

[DOI: 10.1063/1.1379308

Recent research shows that random fluctuations need not Numerous nonlinear systems exhibit SR and are often called
always be destructive in nature by degrading system per- “stochastic resonators®’ A proper tuning of the input noise
formance; on the contrary, in nonlinear systems they can intensity is needed to optimize the transfer of a signal
support structures, synchronize different processes, or through the stochastic resonator. One of the most important
enhance the quality of signal transmission. The latter pos- research directions of today’s SR studies is the investigation
sibility is investigated in this article. A simple model of a  of signal transfer in chemicil and biological® systems,
junction in a neuronal structure (as well as in a road however, there are many other fields such as threshold
structure) is studied using various types of noise to gen- devices?”*®  superconducting quantum interference
erate the patterns of neural spike traffic. The types of devices:® etc., where SR has been studied. The phenomenon
noise differ in their statistical properties including their ~ discussed in the present paper is a new type of stochastic
power spectra. Variation in the noise spectrum is particu- resonance effect, where the optimal tuning concerns the
larly interesting, because the power spectrés(f ) in neu-  shape of the power density spectrum rather than the intensity
ronal recordings (as well as in car traffic recording9 of the input noise.

have been observed to be shaped likg K, wheref is the Probably, every car driver has experienced a beneficial
frequency andk is an exponent close to 1. Applying dif-  effect of randomness. In a certain crowded traffic situation, it
ferent types of noise to modulate the dynamics of our is not possible to get into a major road from a lower priority
model we find that random fluctuations are indeed able road, if the cars are passing the junction periodically. The
to enhance signal transmission. We show that the noise gaps between subsequent cars on the main road are not large
with a 1/f-like spectrum, briefly called ¥f noise, is supe- €nough for a waiting car to get into that gap and to accelerate

rior to the other kinds of noise studied here. to the required speed. Only a larger gap, which usually oc-
curs randomly in the car flow, makes it possible to enter.

Therefore, noise can be beneficial for the traffic in certain
I. INTRODUCTION cases. Similar problems of car traffic including the problem
of the gap have been extensively studied in the literature in
Noise-induced ordérand noise-assisted signal transfer the last three decadé¥: 1’
in nonlinear systems are hot topics of today's physics of Discussed from the viewpoint of statistical physics are
complex systems. Important examples are stochastic reseraffic jams®-?°time series of single-vehicle dathand sta-
nance(SR) phenomena in various physical and biological bilization of traffic flow due to interactioff:
systems,* which have recently attracted a strong interest.  However, the questions of an optimal noise and of a
possible stochastic resonance have not been addressed yet
aElectronic mail: peter.ruszczynski@angstrom.uu.se according to our literature search. In this paper, we shall
DPreviously L. B. Kiss. investigate the effect of various noise processes on the traffic
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G, J tion. In this model, the frequency of transferred spikes de-
@ 1 il - @ pends on the statistics of spike generation; moreover, the
spikes can be lost. Both the output spike frequency and the
probability of spike loss influence the efficiency of informa-
tion transfer, therefore, the question arises about the kind of
spike statistics that provides the best efficiency of informa-
tion transfer. Since neuronal spikes can be lost in contradic-
tion to cars, the spike transfer probability and number of

FIG. 1. The model: Main channel traffic frofh) to (3) reaches the junction output spikes are the relevant measures for the neuronal sys-
J. Side channel traffic is waiting at 2 to enter the main channel dependinqem

on theith gap sizeG; .

main road

side road

With this model we have investigated three different
classes of point processes controlling the generation of the
and we shall show that there is an apparent stochastic resepikes (respective car locatiojis Poisson process, a case
nance phenomenon, which concerns the shape of the noigéth noise but without memory effects; zero crossing events

spectrum. of colored noise processes withf4%haped spectra and pe-
riodic traffic, a case with no noise. Further on the periodic
II. THE MODEL case has been modified by modulation of the phase with

) ) ) Gaussian noise. Again thefi/spectrum of the noise has
The present model, which has previously been discusse@uean varied by tuning the parameter

in Refs. 23 and 24, describes neural spike traffic in neuron
channels, but can, because of its generality, also be used to
describe car traffic on a highway.
The model considers a single-laned one way main road{!- NOISE TRIGGERED INPUT
(channel with a defined distribution of errant catspikes. A Poissonian process
At a junctionJ a side road is assumed with an infinite num-

ber of cars waiting to enter the main road traffic depending ' 1€ time moments when cars on the main road pass the
on the gap siz&; between two consecutive main road carsJUNCtion shall be generated by a Poisson process with rate

The numbeN; of side road cars entering the main road shall’13"- The probability to find exactiy events(cars passing

be given by the integer function int () of the ratio betweenthe junction during time intervalr is described by

the size of theéth gap and a minimal gap siZ&,, where just pPois)M _
a single car could entdsee Fig. 1, Pyu(7)= M—,exp(— vf%'sr). 2
G
N;=int G—') (1)  To calculate the relationship between mean ratgg and
0 vy 3, We define the moment of a car passing the junction as

L . to=0, and introduce twdgpositive) observation times$, and
The function int( ) simply reduces the number to the nearezij’ op 9 1

: . - ) .~ 1,, such thatt;<t,. From Eq.(2) it follows that the prob-
integer value, i.e., truncates the digits behind the decim bility to have event¢one or morg during time intervatt

place. . .
To avoid car accidents a minimal gap value could be<t<t2 If there were no events ak-ty is
introduced assuming that the distan€gsand G, are mea- Pu=1t,.,= Po(t1) = Po(t2)
sured in conventional length units. Alternatively one can , )
measureG discretely in unit lengths of a car. =exp(vi3Ty) —exp(vi31,). 3

To measure the efficiency of the overall traffinain and In our model this equation gives the probability of accom-

sfe road};(;he g:eortr;]etnc meamt= ";131}2.'3 has dbteef?. u_;e(fj, modating exactly one car from the junction if we puyt
where, ; denotes the mean rate of main road traffic before_ . “21 4 7% =% (10 interval of duratiorG, is “clean.”

:Ee Junf:tlon 3nw2v3 th?. m(Iear_lrkr]ate of S|dte_road cars (Tgtermgﬁut not twg. The probability of accommodating exactly two
e main road, respectively. The geometric mean yields small,, . ic optained from Ed3) if t,=2G, andt,=3G, (two

badly. | ticul tri Id T Thtervals of duratiorG are clean, but not thrgeAnd so on.
adly. In particuiar, zero geometric mean would account 1ok, o a4 numper of cars accommodated from the junction
the important situation where information flow through one

f the ch Is is blocked letelv. It is ol that th per single interval between cars in the main road is given by
of the channels 1S blocked completely. T 1s clear hal &, . g,y of these probabilities weighted by the corresponding
arithmetic mean(as a measure of efficiencgoes not have

. . ) : - car numbers
this advantage. The information about traffic efficiency can

also be supplied by a, i(v, ) plot. * oo oo
To make the model relevant to neural spike traffic one <N>:nzl nlexp(— v; 3GoN) —exp( — v3 3 Go(N+1))]
considers the roads to be neuron channels. As a simplifica- -
tion one could consider both channels to have equal priority. exp(— Vf%i o)
The neuron transfers the spike coming from channel 1 or 2, =T Poig~ - (4)
, : i o 1 1—exp(—v13Go)
if the time since the last transferred spike is greater thgn ’
whereG, represents the refractory time of the neuronal junc-Thus, the average rate of entering from the junction is
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FIG. 3. Stochastic resonance peak in the car traffic efficianey/v, sv; 3
1,3 (solid line) vs the spectral exponent of the colored noise traffic.

FIG. 2. Superiority of colored (1f generateftraffic over Poissonian and
an example for a periodic process.

given here. It is obvious that this example of periodic traffic
Poi boi gives the smallest, 3 and the colored noise traffic gives the
Pois_ Vpoi5<N>: v1’35exp(— V1,3sGo) ) largestv, 3, especially for medium and high, 5. It is also
23718 1—exp— v13G) apparent that a better compromise betweenthgand v, 5
. . : is provided by the colored noise traffic compared to the Pois-
Note that this analytical result is exact. so?nan case y P
In the case of the colored noise generated traffic, the
B. Colored noise most interesting result is a new kind of SR, spectral stochas-

. . . tic resonancéSSR), which demonstrates the existence of an
Now, consider the case when the point process describ-~ .. . ) -
timal spectral shape for the highest traffic efficiency, as

. . . Q
ing the car occurrence on the main road is generated b theﬁ S . . . .
9 . e g Y Thown in Fig. 3. This new kind of stochastic resonance is
zero crossing events of a Gaussiaf“Iioise. Whenk> 0, L . . .
. . . milar to the classical effects in the sense that the noise
this noise has a long-range memory. Due to the experimental. .~ . :
riving is needed to get the optimal performance of the sys-

evidence of occurrence of fitlike noise processes in car tem. On the other hand, instead of the noise intensity, the

traffic?®, it is tempting to apply this kind of noise 0k ) : .
<2) to generate the car occurrence. The mean zero crossiriﬁectraI shapéas described b) is the SR tuning param-

rate of a Gaussian noise process is described by the Ricen which optimizes the performance. Note, that usually, the

formula® spect.ral shgpe is more related to resonance effects in physics
than intensity.
V(5£2S(f)df) Musha and HiguclP reported a If-like noise in the
color 0 . . o . .
13 :2—’—(f°°S(f ydf) (6) traffic current of cars on highways, so, it is particularly in-
0

teresting that the optimal traffic in our model is also found

wheref is the frequency an8(f ) is the power density spec- aroundk=1.
trum of the noise. The value of,; cannot be calculated There are also nontrivial features for the neuron traffic
analytically because the time distribution of the zero crossingnodel when it is driven by I¥ noise generated spikes. This
events has been an unsolved problem since $978. time, the introduction of the overall traffic efficiency, as the

To compare the different cases of traffic processes, wgeometrical mean of the two traffic rates, is not necessary.
carried out computer simulations. The length of the simula-The mean frequency of the outgoing spikes is a good mea-
tion and the point processes describing the car occurrence @ure of the variations in the upper limit of information trans-
the main road were 32768 13 and the minimal gap size fer rate through the system. Computer simulations were done
Gy was 20. In comparison with a practical highway trafficin a similar way and with similar conditions as described
situation, where the mean distance between the cars is 1@bove. The upper frequency cutoff of the spectrum was cho-
m, the total process length corresponds to the main traffisen as 6000(compare with the sampling frequency of
road of 160 km. In Fig. 2y, 3 VS v, 3is shown. The results 32000, which is equivalent to a refractory time of 5.3, char-
for Poissonian traffic turned out to be in excellent agreemenécterizing spike statistics of the sources of spikes. The refrac-
with the predictions of Eq(5) and can be regarded as a testtory time of the junction-neuron, which corresponds to the
of the simulation accuracy. The frequency range of integraminimal gap size in the car traffic model, was chosen as 10.
tion relevant in Eq.(6) was determined by the simulation In Fig. 4, the mean rate of transferred spikes and the prob-
length, so the colored noise traffic was solely controlled byability of spike transfer are shown. The rate of transferred
the spectral exponeit For the results shown in Fig. 2, the spikes characterizes the highest meaningful bandwidth of in-
range 0—2 was used féz An example of an ordered traffic formation transfer, due to Shannon’s sampling theory. There-
with the strictly periodic fragments d&; <G, and regular fore, this quantity is directly related to the information trans-
interruptions with a larg&; to account forv; 3<1/Ggyis also  fer rate.
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FIG. 4. Stochastic resonance peak in the frequency of transferred neural .00 L e
spikes(solid ling) vs the spectral exponent of the colored noise traffic. The 0.01 0.03 0.05
dashed line shows the probability of spike loss. v13

FIG. 5. Side channel mean raig ; as a response to periodic main channel

traffic with mean ratev, 3 taken from Eq.(7) and simulation(plus sign$.
Here we can alsp .obser've a yvell-prpnqunced SSR'he dashed lines mark the three different motigsproximations of vy 5:
aroundk=1. This fact is in an interesting coincidence with (1) best,(2) medium, and3) worst ordered traffic.

the general occurrence of filike noise phenomena fre-

quently reported in neural activit§3* The other quantity, _ — _ o
the spike transfer probability, characterizes the phenomeno!ﬂumb(':'r of cars passing the junction d.urlng. a certain time
of spike loss. The actual rate of information transfer dependgmerval and thus impair the _overaII tratffic efﬂme_ncy.

on both quantities as well as on the unknown way of neural (2) Second mode: med'“”.‘ ordered traffichis corre- .
coding. The spike loss is the smallest at®lhoise (Brown- sponds to an average over f”‘” Input rates aqd can be consid-
ian motion generated spike train, however, in this case, theered asa pr|t|cal case as will be d|scuss_ed n Sec. V.A'
widest meaningful bandwidth of information transfer is one ,(3). Third mode: WOI’St. ordered. trafficThe incoming
order of magnitude less than it is the case df Adise. The j[ra_fﬁ_c 'S organized contrarily o L, ie., the gap sizesare

1/f noise case provides the highest spike propagation ratér?flnltesmally smaller than multiples a5, wasting a spac-

though with some compromise in the accuracy of transfer. 'gngf (almos} G, each time side road cars enter the main

Figure 5 illustrates this distinction.
IV. STRICTLY PERIODIC INPUT It has been shown in Sec. Il that the third mode of
periodic traffic is inferior to the traffic triggered by a Poisson
process or the zero crossings of “Lhoise. Moreover it has
i=1,2,... at the junctiod. Herev denotes the unit velocity been assumed that there are “sites” in the main road flow

which shall be set equal 1 for the sake of simplicity. There—WhiCh follow each other strictly by a distance Gf. Peri-

with the mean rate of the input is given by the reciprocal ode"_: tr_aff|c means that th‘?se sites are filled” by cars In a
the constant gap siz6=G,=G,. The numbem of cars periodic way. So, the maximal rate is reached when all sites

entering from the side road will then be equal for@Jl, i.e., are fiIIed..Th_e n_ext, lower traffic rate is obtaine_d wher_1 every
N=N;=N,=.... Hence the mean rate ; can directly be §econd site is filled. Ther1_ thg next, lower trafflc. rate is real-
written down using Eq(1), ’ |z§d, when every third site is fllled,.etc. This is a sort of
“discrete periodic” case. Further on it has to be stated that
the straight line which contains the single points of mode 3 is
a monotonously decreasing function of the main traffic rate.
. S . . This monotonous decrease holds on up to the main traffic
This equation is thexactsolution for allv, 5. To discuss the ' .

: rate where the cross traffic rate smoothly becomes zero. This

solution it is useful to introduce three lines subdividing theiS a qualitative behavior one can see in the practice.

solution space. The three lines correspond to analytic ap- Note that the first mode of ordered periodic traffic can-

proximations of the int() function. The intersections of the :
. : . : .~ " not be exceeded by any other process in the present model.
solution with the lines are called modes in the following: o . :
The second mode divides the rate space into two qualita-

Let us now consider a periodic main road traffiefore
the junction, i.e., the cars shall arrive at timesiG;v ~* for

N _ 1
v2d V19 = g = vasint PR (7

(1) int(G/Gp)=~ G/Gy, tively different regions. That will be discussed in Sec. V.
(2) int(G/Gp)=~ GIG, — 3,
(3) Int(G/Gp)~ G/Gy — 1. V. NOISE MODULATED PERIODIC INPUT

(1) First mode: Best ordered trafficThe gap sizes of A. Gaussian white noise

incoming main road cars are minimal for a certain number of The model has been modified to get a meoealistic
side road cars allowed to enter. There is no wasted spacingescription of the arrival times of the incoming main road
between consecutive cars which would reduce the overatraffic at the junction. The modification consists of a random
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FIG. 6. Simulated effect of noise modulated periodic main channel traffic. D

An increased noise strengfh smoothes the discrete relation between the

ratesv, ; andv, 3. For ratesy, ; below the second mode, a noise enhance- FIG. 7. An increased exponekitin the power spectrum of the applied noise

ment for the overall traffic efficiency occurs. In the high noise limit the leads to a faster growth of the traffic ratg; within the investigated param-

curve converges to the second mode from both sides. eter range. The input traffic rate has been fixed at a valug=1/39
~0.025.

deviation around the strict periodic position according to a

Gaussian distribution with variand@ (phase noise To jus-  has been carried out using long-range correlations in tHe 1/
tify this approach it is worth taking a look at real traffic. Cars noise with k>0. The motivation for introducing 1-like

pass regulation devices such as traffic lights inadmost noise has been mentioned previously and corresponds to a
periodic manner whereas this periodicity gets lost in timewidely discussed occurrence of noise wittf*1or 1/f-like

due to the individual pattern of behavior or external reasonsspectra in various fields.

1/f% noise has been observed in traffic fl&fv,neuro Figure 7 shows th®-dependent increase of the ratg;
system& and human coordinatiot{. Taking the notations of for a fixed value ofv, 5 for different values of the spectral
Sec. IV, a periodic traffic with £, 3,7,2 lying between exponenk. Afaster convergence toward mo@@® for larger
modes(2) and(3) can be enhanced by applying the noise invalues of k, i.e., for longer correlations within the noise,
the described way. Note that traffic corresponding tocould be observed.

(v13,722) between modegl) and (2) can only be dimin-

ished. In this respect, mod@) is crucial: It separates traffic VI. CONCLUSIONS AND OPEN QUESTIONS

situations where noise can be beneficial from those where its
addition only degrades the system performance. If poin
(v13,7229 is lying between mode€) and(3), speed modu-
lation devices acting randomly as well as random changes
the speed by the driver present possibilities to increase t
overall traffic. In case 06;=< G, there would be no side road
traffic without the noise at all.

It is shown that noise, i.e., random fluctuations, can en-
hance the traffic flow at a junction. Periodic arrangements do
ot always provide the optimal efficiency, but stochastic trig-
%ering or modulation can be essential. Further, it is shown
at traffic flows generated by f/ noises have superior
properties over Poissonian and in certain cases over periodic

. ) . . cases too. The best properties are achieved arksrid This
An increase in the variander noise strengthD leads to brop

| | b ¢ ) he i , d th fact is in an intriguing coincidence with the general occur-
a larger total number of cars passing the junction and thupspce of 1f-fike noise phenomena in neural activity and

increaseg the overall traffic effic?gncys The physical reason Righway car traffic. Although this model favors this kind of
that the time-dependent prqbablllty dlstr!butmn of the eVents,sise in terms of efficiency, the question about the reasons of
(carg evolves frof“ aperio d'(.: configuration dipeaks “? an s appearance in real networks like brains or road systems is
oyer_lap .Of Gaussian d'Str!bUt'onS' Eor Iarlgeth_e probability still an open one. A complete analysis of the “microscopic”
distribution becomes uniform, Wh'Ch. explains the conver-qpanisms in both neural activity and car traffic which
gence toward mod) for all possible input rates beloand should reveal the reasons for the macroscopically observed

above modd2). . . . 1/f-like spectra remains to be done.
The effect can be seen in computer simulations pre-

sented in Fig. 6 where the results of the modulation are plot-, _ _ _ _ _
ted t th ith th It btained for th dulated L. Schimansky-Geier, J. Freund, A. Neiman, and B. Shulgin, Int. J. Bifur-
ed together wi e results obtained for the unmodulated ;o' chaos Appl. Sci. Eng, 869 (1998.

case D=0). 2K. Wiesenfeld and F. Moss, Natuteondon 373 33 (1995.

SL. B. Kish, G. P. Harmer, and D. Abbott, Fluct. Noise Leitt.13 (2001).

. . 4J. J. Collins, C. C. Chow, and T. T. Imhoff, Phys. Rev.58 R3321
B. Gaussian colored noise (1995.

5Z. Gingl, L. B. Kiss, and F. Moss, Europhys. Le9, 191 (1995.
How does the shape of the power spectrum of the ap 6S. M. Bezrukov and I. Vodyanoy, Natuteondon 378, 362 (1995.

plied Gaussian noise influence the increase of the overalty | erincz, z. Gingl, and L. B. Kiss, Phys. Lett. 224, 1 (1996.
traffic efficiency? To answer this question further simulations s. M. Bezrukov and I. Vodyanoy, Natuteondon 385, 319 (1997).

Downloaded 07 Sep 2001 to 128.113.140.204. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp



586 Chaos, Vol. 11, No. 3, 2001 Ruszczynski, Kish, and Bezrukov

°D. G. Luchinsky and P. V. E. McClintock, Natur¢.ondon 389 463 L. B. Kish and S. M. Bezrukov, Phys. Lett. 266, 271 (2000).

(1997. %4p, s, Ruszczynski and L. B. Kish, Phys. Lett247, 187 (2000).
10F, Chapeau-Blondeau and X. Godivier, Phys. Re65E1478(1997. 25T, Musha and H. Higuchi, Jpn. J. Appl. Phyis, 1271(1976.
113, Kadar, J. Wang, and K. Showalter, Nat@rendon 391, 770(1998. %63, 0. Rice, Bell Syst. Tech. 23, 282 (1944).

). M. G. Vilar, G. Gomila, and J. M. Rubi, Phys. Rev. L&, 14 (1998. 2’B. Kedem,Time Series Analysis by Higher Order CrossiitiSEE, New
M. E. Inchiosa, A. R. Bulsara, A. D. Hibbs, and B. R. Whitecotton, Phys. yoc 1994.
Rev. Lett.80, 1381(1998. 28Ch. R. Doering, ilJnsolved Problems of Noisedited by Ch. R. Doering,

M. DeWeese and W. Z. Bialek, Nuovo CimentolD, 733 (1995. . ) S
15G. H. Weiss and A. A. Maradudin, Oper. R, 74 (1962, I;I]_ B. Kiss, and M. F. Shlesinggivorld Scientific, New York, 199} p.

6 Traffic Scienceedited by D. C. Gazi$Wiley, New York, 1974. 2 )
D, W. Harwood, J. M. Mason, and R. E. Brydia, Transp. Res., Part A: S. M. Bezrukov, in Ref. 28, p. 263.

Policy Pract33A, 199 (1999. 0T. Musha and M. Yamamoto, iNoise in Physical Systems and 1/f Fluc-
18K Konishi, H. Kokame, and K. Hirata, Phys. Rev.6B, 4000(1999. tuations edited by V. Bareikis and R. KatiliuéWorld Scientific, New
19, Chowdhury and A. Schadschneider, Phys. ReG9FR1311(1999. York, 1993, p. 22.
20T, Nagatani, Phys. Rev. BL 3534(2000; 61, 3564 (2000. 31D, Nozaki, J. J. Collins, and Y. Yamamoto, Phys. RewE4637(1999.
21| Neubert, L. Santen, A. Schadschneider, and M. Schreckenberg, Phy&P. Wagner and J. Peinke, Z. Naturforsch., A: Phys. 52i8 (1997.

Rev. E60, 6480(1999. 33M. Usher, M. Stemmler, and Z. Olami, Phys. Rev. L&, 326 (1995.
22T, Nagatani, Phys. Rev. B0, 6395(1999. 34Y. Q. Chen, M. Z. Ding, and J. A. S. Kelso, Phys. Rev. L8, 22 (1997.

Downloaded 07 Sep 2001 to 128.113.140.204. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp



